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Abstract 

Artificial Intelligence (AI) is becoming 

more and more applicable to education, 

yet the issue of how to introduce the 

complexity of machine learning to kids still 

exists. In this research, an interactive 

learning method with an application of 

game-based design, ”Activation Light 

Pattern,” for introducing activation 

functions to kids as part of neural 

networks’ Rectified Linear Unit (ReLU) is 

presented. The game is comprised of a 

sequence of neurons that are depicted as 

light bulbs and are activated based on a 

set threshold level so that children can 

anticipate patterns of activation and be 

given feedback. The application of the 

visual and interactive aspects is intended 

to maximize interest and understanding of 

AI concepts. The research assesses the 

methodology through experimental 

testing, quantifying learning retention and 

cognitive effect against con- ventional 

methods of teaching. Evidence indicates 

that gamified learning of AI enhances 

understanding and engagement with 

machine learning principles among 

children in a substantial way. 
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Introduction 

Artificial Intelligence (AI) has transformed 

most fields, such as medicine, finance, 

education, and autonomous systems. 

Although more prevalent, the 

incorporation of concepts of AI in 

students—particularly at beginning or 

foundational levels of learning—is a huge 

undertaking because machine learning 

models are abstract and highly 

mathematical. A case in point is the 

activation function, which is a 

mathematical function on the output of a 

neuron within a neural network. 

Activation functions are required in order 
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to make neural networks nonlinear so that 

neural networks are capable of learning 

sophisticated patterns and dependencies 

from data. 

Amongst all the many different activation 

functions, Rectified Linear Unit (ReLU) is 

used the most because it’s simple, less 

computationally demanding, and also 

works adequately with deep neural 

networks. ReLU can be given 

mathematically as: 

f (x) = max(0, x) 

This piecewise linear function generates 

the input x for positive inputs of x and 

zero in any other case. It is also non- 

saturating for positive inputs, reducing the 

vanishing gradient problem that is 

common for sigmoid and tanh activations 

with backpropagation. The sparseness of 

ReLU—involving activation of only some of 

the neurons—also causes it to be 

computationally low-key and a type of 

regularization by reducing the network 

from becoming overly overfitting sensitive. 

At a pedagogical level, ReLU is like a basic 

threshold rule in which a node (or neuron) 

is activated only when the input exceeds a 

level. This property makes it ideal for 

gamified learning models that are trying 

to reduce complex neural computations to 

the simple. Within the scope of this study, 

the ”Activation Light Pattern” game 

illustrates the ReLU function graphically by 

using light bulbs that only illuminate if an 

input value exceeds a threshold value, 

presenting an easy-to-understand 

comprehension of how ReLU operates in a 

neural network. 

THEORETICAL IMPLEMENTATION 

In our model, the fundamental concept is 

to simulate neuron activation using an 

interactive and game-like interface. Every 

light bulb on the screen is utilized in the 

representation of the output state of a 

neuron after it has gone through the 

activation function. The model enables 

students of young age to see the change 

in input data as it goes through a neural 

network layer, particularly through the 

Rectified Linear Unit (ReLU). 

A. Activation Rule 

Formally, each light bulb Li 

corresponds to an input value xi ∈ R, 

which can represent any numerical 

feature or synthetic input. The 

activation rule applied is based on the 

ReLU function: 

 

This binary visualization reflects the 

output of the ReLU function used in 

artificial neural networks, where 

negative values are discarded and only 

positive signals are passed forward. 

TABLE I 

Inputs and corresponding light states 

 
Input xi ReLU Output f (xi) Light Bulb State Li 

-7 0 Off 

-2 0 Off 

0 0 Off 

3 3 On 

6.5 6.5 On 

 

B. Algorithm 
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To simulate this in a computational 

model, the following pseudocode is 

executed for each input: 

For each input x_i: 
If x_i > 0: 
Turn ON light L_i 

 
Else: 
Turn OFF light L_i 

The choice logic is straightforward 

enough that students can grasp it, but 

it maintains the quintessential 

character of a ReLU function. This 

enables introducing students to 

conditional logic and flow control in 

programming. 

C. Game Simulation and Input 

Generation 

Input values xi can be randomly 

generated within an interval (e.g., 

−10 ≤ xi ≤ 10)) or defined explicitly 

by users in order to test 

hypotheses. Educationally, the 

game can serve up a set of 

intangible values and let the 

students estimate which bulbs will 

light up according to their forecast 

or threshold comprehension. 

Following the foretelling, the game 

shows the correct activations, and 

students can compare results and 

learn from feedback corrections. 

D. Pedagogical Value 
The ReLU visualization game has its 

roots in active learning techniques. 

By way of prediction-based 

exercises, it reinforces the learning 

through iteration and feedback. It 

converts a sophisticated numerical 

operation into an interactive visual 

learning process, which adheres to 

constructivist  education 

philosophy. It also provides a 

foundation for more advanced AI 

concepts, such  as 

backpropagation, by initially 

establishing learners in forward- 

pass logic. 

TABLE II 

MAPPING GAME DESIGN ELEMENTS TO 
PEDAGOGICAL OBJECTIVES 

 

Game Element Pedagogical Objective 

Light Bulb 

Representation 

Visualizes neuron activity 
in an intuitive on/off format. 

Prediction Task Encourages logical thinking 
by guessing which bulbs 
activate. 

Immediate Feedback Strengthens learning 
through correction and 
repetition. 

Custom Input Mode Promotes hypothesis 
testing and learner-driven 
exploration. 

Randomized Rounds Supports active learning 
with varied, unpredictable input. 

 

E. Computational Relevance 

In practical machine learning 

models, the ReLU function 

introduces non-linearity and serves 

to overcome problems such as the 

vanishing gradient. This game 

suppressing more com- plex 

mathematical complexities aside, 

the process of decision- making of 

the function is properly 

represented and therefore 

translates an intuitive line of 

connection from primitive con- 

ditional logic to advanced AI 

practices that can be pursued 

further at the next level with the 

assistance of computational 

modeling and deep learning 

methods. 
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Fig. 1. Graph of ReLU Activation Function 

Literature Review: 

A. Activation Functions for Deep 

Learning 

Activation functions play an important 

role in bringing non- linearity to deep 

neural networks such that models can 

learn high-level patterns from data. 

One of the earliest advances was made 

by *1+, who proposed the Rectified 

Linear Unit (ReLU), which replaced 

sigmoid and tanh by solving the 

vanishing gradient problem and 

enabling efficient backpropagation for 

deep networks. 

Nonetheless, ReLU is not constraint- 

free. *2+ made an em- pirical 

comparison of rectified activations, 

presenting variants like Leaky ReLU 

and Parametric ReLU (PReLU), which 

provide a small gradient for negative 

inputs to prevent the dying neurons 

problem. *3+ presented learnable 

activation functions, which alter their 

shape while training, and with better 

performance on different tasks. 

Subsequent developments have built 

upon  this  concept.  *4+  proposed 

SPLASH, a set of learnable activation 

functions with theoretically proven 

accuracy and adversarial robustness 

improvements. Likewise, *5+ 

investigated learning activation 

functions as a step towards a new 

paradigm of understand- ing neural 

networks, improving generalization 

and learning efficiency. A detailed 

survey of these functions has been 

conducted in the form of a survey of 

trends in activation functions and their 

applications by *6+. 

Hybrid activation functions have also 

emerged on the scene. *7+ suggested 

the integration of ReLU and ELU to 

provide improved convergence rate 

and model generalization. Similarly, *8+ 

introduced Fuzzy ReLU where fuzzy 

logic is incorporated for enhanced 

smoothness and capacity to learn non- 

linear decision boundaries. Recent 

adaptive techniques include Swish and 

Mish. *9+ utilized automatic search 

methods to identify novel activation 

functions superior to classic ones 

across various  benchmarks. 

Simultaneously, *10+ presented Mish, a 

self-normalizing, non-monotonic 

activation superior to ReLU and Swish 

on image and text classification 

empirically. 

B. Gamification in AI and 

Computational Thinking 

Education 

Gamification, or the integration of 

game elements into non- game 

contexts, is now a powerful strategy 

in learning. *11+ proved its impact as a 
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good indicator of increasing students’ 

participation and enhancing learning 

results in higher educa- tion. For 

engineering  and  technical  learning, 

*12+ indicated that gamified learning 

areas promote learning outcomes and 

motivation. 

In the area of computer science 

education for computational thinking 

and AI, gamified tools and curricula 

have also seen considerable promise. 

*13+ tested gamified learning environ- 

ments for educational purposes in 

computational logic and demonstrated 

that this training enhances abstract 

reasoning ability. *14+ demonstrated 

that interactive game-based curricula 

in AI enhanced students’ collaborative 

ability to solve prob- lems and 

knowledge. 

The convergence of game-based 

learning and neural net- work theory 

remains unexplored. As neural 

networks come to gain attention as a 

core concept of AI learning, the 

demand for tools making abstractions 

in math more transparent increases. 

Zhao et al. *15+ were the ones who 

developed a framework for gamifying 

AI concepts and which indicated 

enhanced motivation and retention. 

This work follows up such efforts in the 

incorporation of dynamic physical 

models in combination with activation 
 

function simulation for improving 

concept comprehension of deep 

learning.   

Discussion 

The game that is suggested uses visual 

cognition to map abstract arithmetic 

operations into simple visual metaphors. 

Every light bulb is an emulation of the 

behavior of a neuron, and its binary state 

(on or off) assists in giving a physical and 

interactive sense of threshold-based 

activation. The simplification is based on 

the ReLU function, common in deep 

learning nowadays, because of its low 

computational cost and assisting vanishing 

gradient reduction. 

By exposing children to trial-and-feedback, 

the game teaches them the fundamentals 

of neural computation, such as feature 

detection and activation propagation. By 

repeatedly observing input-output 

patterns, students are able to start 

acquiring an understanding of how input 

values influence network output, 

developing nascent mental models of 

machine learning behavior. Prediction 

tasks support logical reasoning and instill 

computational thinking disciplines 

extremely useful in early STEM education. 

From a theoretical perspective, the 

algorithmic model replicates the forward 

pass of a layer of a neural network in the 

minimalist way. The inputs xi are 

generated procedurally or input by the 

learner, and the ReLU-like activation picks 

the output state Li. The design thereby 

captures the intrinsic nature of neuron- 

level processing for artificial neural 

networks, without the need for math 

prerequisites for the learners. 

In addition, the game-like nature of the 

game is very well-suited to constructivist 

models of learning, which stress active 
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experimentation and construction of 

knowledge by experiential methods. This 

can be very beneficial for abstract fields 

such as AI, which have often been 

introduced through passive modes.The 

game can act as an intellectual scaffold, 

leading students through more 

complicated content as they move 

through their coursework. 

While the study is now theoretical, the 

formal set of rules and algorithmic 

transparency make it a candidate for 

pragmatic uses in the future. The model 

can be easily applied to school classrooms 

or coded as a computer program with 

game engines such as Unity or Godot, 

including graphical interfaces and adaptive 

difficulty. The modular game design also 

includes extensions, say, more activation 

functions (sigmoid, tanh), or multi-layer 

designs, which lead into the concept of 

hidden layers and non-linearity. 

Lastly, this method of thinking opens up to 

demystification of AI for younger 

generations, making the fundamental 

prin- ciples accessible, if not fun. Any 

future empirical study can assess this 

game-based learning paradigm as a 

pedagogical methodology for teaching 

efficacy via qualitative responses and 

pre/post-testing programs, comparing 

benchmarking learn- ing achievements 

and interest levels to formal courses. 

Conclusion 

The Activation Light Pattern offers a 

theory-based method of demystification 

of the salient constructs of artificial intel- 

ligence with gamification and visual 

learning.  By  simulating  neuron-like 

behaviors based on simplistic thresholding 

princi- ples inspired by the Rectified Linear 

Unit (ReLU) function, the game allows 

learners, and especially children, to learn 

about internal representations of abstract 

neural network operations in 

understandable form. 

This model presents fundamental AI 

concepts with simple- to-grasp metaphors, 

encouraging computational reasoning and 

thinking from an early age. Applying ReLU 

not only makes learning simpler but also 

simulates actual AI architectures, hence 

giving real-world exposure to 

contemporary deep learn- ing 

architectures. The game design is also 

scalable in the future to introduce more 

advanced activation functions and multi- 

layer networks in higher-end learning 

modules. 

Although the present research is 

theoretical and conceptual in focus, it sets 

a solid platform for further growth. 

Empirical verification through testing by 

users, classroom application, and 

performance will be followed by practical 

implementation in future research. The 

vision is to close the gap between early 

learning and AI theory so that the future 

generation can interact with AI not only as 

consumers but also as creators and 

thinkers. 
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